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Abstract—As the cyber-attack is becoming one of the most challenging threats faced by Cyber-Physical Systems (CPS), investigating the effect of cyber-attacks on distributed optimization and designing resilient algorithms are of both theoretical merits and practical values. Most existing works are established on the assumption that the maximum tolerable number of attacks, which depends on the network connectivity (N-CON), is known by all normal agents. All normal agents will use the maximum number of attacks to decide whether the received information will be used for iterations. In this paper, we relax this assumption and propose a novel resilient distributed optimization algorithm. The proposed algorithm exploits the trusted agents which cannot be compromised by adversarial attacks and form a connected dominating set in the original graph to constrain effects of adversarial attacks. It is shown that local variables of all normal and trusted agents converge to the same value under the proposed algorithm. Further, the final solution belongs to the convex set of minimizers of the weighted average of local cost functions of all trusted agents. The upper bound of the distance between the final solution and the optimal one has also been provided. Numerical results are presented to demonstrate the effectiveness of the proposed algorithm.
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I. INTRODUCTION

The cyber-attack has become one of the most challenging threats faced by CPS [2], which can make existing distributed algorithms vulnerable or even invalid and thus lead to system damage and even paralysis [3]. Therefore, it is necessary to investigate effects of cyber-attacks on distributed algorithms and improve their resilience to enhance CPS cyber-security. We consider distributed optimization, where multiple agents intend to disrupt the network functions by sending the same arbitrary state to their neighbors during the periodic information exchange, while Byzantine attacks are able to send different arbitrary states to different neighbors. Typical malicious attacks include DoS and false data injection. Note that the privacy attacks, e.g., eavesdropping attack, are not considered, since such attacks will not disrupt the network function. Consensus under adversarial attacks has been studied extensively. Denote the maximum amount of tolerable attacks by $F$. Analysis on the relationship of $F$, the number of total agents, and N-CON\textsuperscript{1} has been provided for consensus under adversarial attacks and a sequence of resilient consensus algorithms were developed in [8], [9]. The key idea in most of these existing algorithms is to avoid utilizing malicious states broadcast by adversarial agents to guaranteed that the final state is within the interval of the smallest initial state and the largest one. To relax the assumption on $F$, Abbas et al. [10] proposed a resilient consensus algorithm with trusted agents (RCP-T), under which the number of tolerable attacks can be arbitrarily large. For general distributed optimization under malicious attacks, Sundaram et al. proposed a resilient algorithm by removing $F$ largest and smallest states at each iteration, under which the final solution will belong to the convex hull of the set of all normal agents’ local minimizers [3]. Moreover, considering the complete graph and Byzantine attacks, Su et al. proposed a series of resilient algorithms by removing $F$ largest and smallest states [11], [12]. Authors also demonstrated that the final state belongs to the well-defined set of optimal solutions of the constrained optimization problem, i.e., minimizing the weighted average of all uncompromised agents’ functions subject to constraints that a constant number of weights are lower bounded by a constant weight. It should be pointed out that most these algorithms are only effective when $F$ is known and is strictly dependent on N-CON. To relax this limitation, Sundaram et al. [7] proposed the local filtering consensus-based algorithm to bear $F$ local adversarial

\textsuperscript{1}N-CON means the least number of agents or edges that can be cut from the network to make the rest network unconnected.
attacks, where the network has to be at least \((F + 1, F + 1)\)-robust. Nonetheless, the effectiveness of the algorithm is still restricted by N-CON.

To relax the assumption on \(F\), we design a resilient distributed optimization algorithm by exploiting trusted agents (RDO-T). The idea of RDO-T is inspired by (RCP-T), under which the number of tolerable attacks can be any large and the final state belongs to the interval of the largest and smallest initial states. The differences between our work and [10] are two-fold: 1) In the iteration process, the differential of local cost function is utilized for state update, which makes the convergence analysis inapplicable; 2) Since the dynamic of states of all normal and trusted agents is a nonlinear process, how to evaluate the optimality of the final state of RDO-T under adversarial attacks is more complex and challenging. Compared to our previous work [1], the explicit definition is provided for the graph composed by normal and trusted agents, a detailed model for adversarial attacks has been added, and the justifications on assumptions and the problem of interests have been changed to make it more clear. Further, we have provided more specific theoretical results to make the performance analysis more complete and rigorous, e.g., a tighter set is given to constrain the final point. Moreover, more simulation results and potential research topics are provided. The main contributions of this work are summarized as follows:

1. We investigate the problem of distributed optimization under adversarial attacks when the backbone of the network is protected, where the tolerable number of adversarial agents is unknown and can be arbitrarily large.
2. We design RDO-T, where the trusted agents induce a dominating connected set of the original network to overcome adversarial attacks. Under RDO-T, the normal agent only uses states bounded by the largest and smallest state among its neighbors and itself for iterations.
3. We show that under RDO-T, consensus is achieved by all normal and trusted agents and the final solution is bounded by the convex set of minimizers of weighted average of all trusted agents’ local cost functions. Under RDO-T, the variation of the final solution from the optimal one is also analyzed.

The remainder of this paper is organized as follows. Section II provides the models and formulates the problem, before the detailed resilient distributed optimization algorithm and the performance analysis are presented in Section III. Section IV verifies the main results through numerical results, while discussions regarding potential research directions are introduced in Section V. Conclusion is given in Section VI.

II. PRELIMINARIES AND PROBLEM FORMULATION

A. Network Model

Consider a network with \(n (n \geq 3)\) agents having unique identifications (ID) denoted by \([1, \cdots, n]\). An undirected connected graph \(G = (V, E)\) is utilized to represent the communication topology of the network, where \(V\) is the set of \(N\) nodes (agents) and \(E \subset V \times V\) is the edge set. Since the network is undirected, we have that \((j, i) \in E \Leftrightarrow (i, j) \in E\). We omit self loops in \(G\) just for the notational convenience. In fact, each agent is able to obtain its local information. The neighbor set of node \(i\) is defined as \(N_i = \{ j \in V | (j, i) \in E \}\) and \(|N_i|\) is its cardinality. In this paper, we consider a connected network and there exists only one clique.

We divide nodes into three types, i.e., normal nodes, trusted nodes, and adversarial nodes. Specifically, normal nodes may crash or be compromised by the attacker. Trusted nodes have a higher security level, which cannot crash or be compromised by the attacker. Adversarial nodes include malicious or Byzantine attackers, which are aware of the network structure. Meanwhile, the adversarial nodes know the update rule of normal nodes, which can be easily realized through a period of latent probe [13]. The sets of normal nodes, trusted nodes, and adversarial nodes are denoted by \(V_n\), \(V_t\), and \(V_a\), respectively. Let \(n_1 = |V_n|\), \(n_2 = |V_t|\), and \(n_a = |V_a|\) represent their cardinalities, respectively. Suppose that each node is able to identify the trusted nodes among their neighbors. To simplify the notation, we denote \(n_0 = n_1 + n_2\) and IDs of all trusted and normal agents are among \([1, \cdots, n_0]\). Let \(A \in \mathbb{R}^{n_0 \times n_0}\) be the adjacency matrix corresponding to the graph composed of all normal and trusted nodes, where \(a_{ij} = 1\) if and only if \((i, j) \in E\) and \(a_{ij} = 0\), otherwise. Meanwhile, we use \(D \in \mathbb{R}^{n \times n}\) to represent the diagonal matrix with \(D_{ii} = |N_i|\). We provide the definition of the connected dominating set by referring to [14], which plays a key role in the defense strategy design. The subgraph \(G_1 = (V_1, E_1)\), and the assumption satisfied by trusted nodes are also given.

**Definition 1:** A set \(C\) of graph \(G = (V, E)\) is a connected dominating set (CDS) if each node which does not belong to \(C\) has at least one neighbor in \(C\) and all nodes in \(C\) form a connected graph.

**Definition 2:** \(G_1 = (V_1, E_1)\) is the subgraph of \(G\), where \(V_1 = V_t \cup V_n\) and \(E_1 \subset E\) includes all edges connecting trusted nodes and all directed edges from trusted nodes to neighbor normal ones. The diameter of graph \(G_1\) is denoted as \(d\).

**Assumption 1:** Trusted agents induce a CDS of \(G = (V, E)\).

**Remark 1:** Although Assumption 1 seems strong, we believe that it is reasonable to assume that the attacker has limited resources to compromise agents. Therefore, we make an assumption that trusted agents cannot be compromised by the attacker. Further, if the attacker is able to do anything to all nodes, it seems impossible to design defense mechanisms that guarantee network functionality. In practice, the security of trusted agents can be enhanced by computing hardening or redundant backup [15]. As a result, the attacker needs more resources to compromise trusted agents compared to compromising normal ones. Moreover, the identity authentication technology can be applied to ensure that all agents are capable of identifying neighboring trusted agents [16].

Actually, Assumption 1 can be treated as the problem of finding a CDS of the graph. Although introducing Assumption 1 brings extra cost, numerous approximate algorithms have been proposed for finding a CDS in a graph, which even can be solved in a distributed way [17]. Moreover, CDS has been widely used in the routing protocol design for mobile ad hoc networks. For example, a CDS is commonly utilized for constructing the virtual backbone for mobile wireless sensor networks to solve the broadcasting storm problem [18].
Assumption 1 could be true for these networks once the security enhancement is implemented to these nodes of a CDS.

B. Distributed Optimization under Adversarial Attacks

Let \( f_i(x) : \mathbb{R} \rightarrow \mathbb{R} \) be the local cost function of agent \( i \), where \( x \) is the global variable. Suppose that each \( f_i(x) \), \( \forall i \in V \), is convex, continuously differentiable \( (f'_i(x) \) denotes the gradient) and is also Lipschitz continuous, i.e., \( f'_i(x) \leq L \), where \( L \) is a constant. It is assumed that the optimal point set \( \arg \min f_i(x) \) is nonempty, bounded and closed. Distributed optimization problem is formulated as,

\[
\min \frac{1}{n} \sum_{i=1}^{n} f_i(x). \tag{1}
\]

Let \( x_i(k) \) be the state of local variable \( x_i \) of node \( i \) at iteration \( k \). The state vector of all normal and trusted nodes at iteration \( k \) is denoted by \( x(k) = [x_1(k), \ldots, x_n(k)]^T \in \mathbb{R}^n \). In this paper, suppose that each node would like to keep its local cost function confidential, and static, synchronous communication model is set for all nodes.

**Attack model:** Consider that the attacker is able to make compromised nodes update states arbitrarily and broadcast different states to different neighbors. In order to tolerate such attacks, we have to consider the worst case, i.e., compromised nodes change local cost functions and follow the iteration rule like normal nodes. It is difficult to judge whether adversarial agents behave normally and thus solving problem (1) by following the consensus-based gradient descent algorithm (CGDA) does not work anymore. As a result, for all normal and trusted nodes, the problem becomes cooperatively minimizing the average of their local cost functions, i.e.,

\[
\min \frac{1}{n_0} \sum_{i \in \mathcal{L} \cup \mathcal{K}} f_i(x). \tag{2}
\]

Problem (2) cannot be solved exactly in a distributed way [19], i.e., the optimal solution of problem (2) cannot be achieved in a fully distributed way. The reason is that if each node keeps its local cost function confidential, normal or trusted nodes cannot detect and identify the compromised nodes through local interactions. As a result, it is desirable to solve the approximate version of problem (2), i.e., minimizing the weighted average of all trusted agents’ local cost functions.

C. Problem of Interests

It is worth noting that relaxing the dependence of the number of tolerable adversarial nodes on N-CON is a very difficult and challenging problem [19]. To enhance the security of the network, it is a good choice to protect the backbone of the original network from the attacker, which means that nodes in a CDS need to be secure. Under this protection framework, we consider a powerful attacker, which means that the tolerable number of compromised agents is unknown by other nodes and the compromised nodes can behave arbitrarily. We then aim to find a way to guarantee the resilience of the distributed optimization under such powerful attacks. Although some assumptions are required, it is meaningful to design a framework to defend the function of distributed optimization even for the powerful attack scenarios. Therefore, it is practical and promising to design a resilient algorithm for solving the approximate version of problem (2) to overcome adversarial attacks under Assumption 1, where \( F \) can be an arbitrary number. Moreover, how to guarantee the consensus of local variables and how to evaluate the optimality of the final solution of the resilient algorithm are also interesting issues.

III. MAIN RESULTS

A. Algorithm Design

We provide a RDO-T algorithm by entrusting a subset of agents to overcome adversarial attacks in this section, where each normal node only uses neighbor’s states bounded by neighboring trusted nodes and itself. Thus, the resilience is guaranteed for the distributed optimization even when the amount of adversarial nodes is arbitrarily large. Let \( f'_i(k) = f'_i(x_i(k)) \) and \( (\alpha_0, \ldots, \alpha_{\infty}) \) be the sequence of stepsizes, which satisfies \( \sum_{k=0}^{\infty} \alpha_k = \infty, \sum_{k=0}^{\infty} \alpha_k^2 < \infty \) and \( \alpha_k \leq \alpha_{k+1} \leq \alpha_k \). \( \sum_{k=0}^{\infty} \alpha_k^2 < \infty \) is used to ensure that states of nodes converge to the same optimizer in steady-state. Meanwhile, \( \sum_{k=0}^{\infty} \frac{x_i(k) - x_i(k-1)}{\alpha_k} \) is less than the prescribed error threshold, the loop terminates.

**Algorithm 1 (RDO-T)**

**Initialization:** Each node \( i \) initializes \( x_i(0) \) randomly.

**Loop:**

1. Each node \( i \) obtains the set \( R_i(k) \), i.e., \( R_i(k) = \{ j \} | x_i^m(k) \leq x_i(k) \leq x_i^m(k), j \notin \mathcal{N}_i \cup \{ i \} \} ).
2. Each node \( i \) updates \( x_i(k+1) \) according to (3).
3. \( |x_i(k) - x_j(k)|, j \in T_i \) for each node \( i \) is less than the prescribed error threshold, the loop terminates.

\[
x_i(k+1) = \frac{1}{|R_i(k)|} \sum_{j \in R_i(k)} x_j(k) - \alpha f'_i(k), \tag{3}
\]

**Output:** \( x_i(k), \forall i, j \in \mathcal{V}_s \cup \mathcal{V}_r \).

Algorithm 1, after receiving the message from neighbors, each node \( i \) identifies the set of all neighboring trusted nodes, i.e., \( T_i = \{ j \} | j \notin \mathcal{N}_i \cup \{ i \} \). Then, node \( i \) sorts \( x_j(k) \) for all \( j \in T_i \cup \{ i \} \) and obtains the maximum and minimum states represented by \( x_i^H(k) = \max \{ x_j(k) | j \in T_i \cup \{ i \} \} \) and \( x_i^L(k) = \min \{ x_j(k) | j \in T_i \cup \{ i \} \} \), respectively. It is pointed out here that RDO-T can also be used in directed strongly connected networks as long as the CDS is well defined. Moreover, it is noted that the CDS needs to be pre-implemented for RDO-T. The number of trusted nodes in CDS depends on N-CON, the total number of nodes in \( G \), and the degree distribution [14].

B. Convergence and Optimality of RDO-T

To evaluate the performance of RDO-T, we first establish the existence of the transition matrix for all normal and trusted nodes at each iteration. The transition matrix is utilized to characterize the process of changing from one state of all normal and trusted nodes to another. The backward product of the transition matrices and its properties are then given. Meanwhile, we provide the convex set of the minimizers of the
weighted average of all trusted agents’ functions inspired by to [19] and show that the final solution under RDO-T belongs to this set.

1) Existence of Transition Matrix: In what follows, we prove the existence of transition matrix under RDO-T and analyze its properties, which are crucial to subsequent analysis.

Lemma 1: If Assumption 1 holds, under RDO-T, there exists $M(k) = \mathbb{R}_{m \times n_0}$ for all $k$ such that

$$x(k + 1) = M(k)x(k) - \alpha_k f'(k),$$

where $f'(k) = [f'(k_1), \ldots, f'(k_n)]^T$ and $M(k) = [M_j(k)]_{m \times n_0}$ has the following properties, $\forall i \in V_i \cup V_n$:

i) $M(k)$ is a row stochastic matrix, i.e., $\sum_{j = 1}^{n_0} M_j(k) = 1$;

ii) $M_j(k) \neq 0$ if and only if $(i, j) \in E_1 \cup (i, i)$;

iii) $\forall M_j(k) \neq 0, M_j(k) \leq \varphi = \frac{1}{d_M + 1}, d_M = \max ||N_i||$.

Proof: The proof can be found in Appendix A.

2) Backward Product and Its Properties: According to (4),

$$x(k + 1) = M(k)x(k) - \alpha_k f'(k)$$

$$= M(k) \cdots M(0)x(0) - \sum_{t = 0}^{k} (M(k) \cdots M(t + 1)\alpha_k f'(t))$$

$$= \Phi(k, 0)x(0) - \sum_{t = 1}^{k + 1} \Phi(k, t)\alpha_t f'(t - 1),$$

where $\Phi(k, t), t \leq k + 1$, is the backward product with $\Phi(k, k) = M(k)$ and $\Phi(k, k + 1) = I_{m_1}$. $I_{m_1}$ is an identity matrix of size $n_0 \times n_0$. By referring to [11], [21] and [12], we provide the following lemma directly.

Lemma 2: If Assumption 1 holds, under RDO-T, $\Phi(k, t)$ has the following properties:

i) There are $n_2$ columns in $\Phi(t + n_0 - 1, t)$ lower bounded by $\varphi^2 1$ component-wise for all $t$, where $1 \in \mathbb{R}_{m_1}$, is a vector with all elements equal to $1$;

ii) For $\Phi(k, t)$, there holds $\lim_{k \rightarrow +\infty} \Phi(k, t) = 1\psi^T(t)$, where $\psi(t)$ is a stochastic vector dependent on $t$;

iii) For any $\Phi(k, t), \Phi_j(k, t) - \psi(t) \leq 1 - (\varphi^2)^{t + 1} n_0$;

iv) For any fixed $t$, $n_2$ nonzero entries in $\psi(t)$ are lower bounded by $\varphi^2$, i.e., there are $n_2$ nonzero entries $i \in \{1, \ldots, n_0\}$ such that $\psi(t)_i \geq \varphi^2$.

Remark: From Lemma 2, we see that the convergence and the final solution of the backward product are concluded, which make the convergence analysis of RDO-T possible. Moreover, as the lower bound of the final solution is provided in property iv), we can exploit this result to analyze where the final solution will belong under the proposed algorithm.

3) The Convex Optimal Set $Y(\mu, \nu)$: To evaluate where the final value of RDO-T will belong, the collection of functions is provided by referring to [19]. The collection is denoted by $C(\mu, \nu) = \{g(x)|g(x) = \sum_{i \in V_i} \beta_i f_i(x), \beta_i \geq 0, \sum_{i \in V_i} \beta_i = 1, \sum_{i \in V_i} I[\beta_i \geq \mu] = \nu\}$, where $I[\cdot]$ is the indicator function. For any given $\mu$ and $\nu$, $C(\mu, \nu)$ is a valid function. Then, we define $Y(\mu, \nu) = \cup_{x(0) \in C(\mu, \nu)} \{g(x)* \}.

Lemma 3: If $\mu = \varphi^2$ and $\nu = n_2$, $Y(\mu, \nu)$ is a convex set. It should be pointed out that since the proposed algorithm in this paper is totally different from that in [11], the bounds of the parameters $\mu$ and $\nu$ are different.

4) Convergence and Optimality Analysis: Based on the above results, we prove that the convergence of RDO-T is guaranteed and the final solution will always belong to the minimizer of some weighted average of local cost functions of all trusted agents. The main idea of the proof is inspired by theoretical results in [12], but RDO-T and parameters are different so that the proof is different. We first provide $y(k)$ to which the local variable $x_i(k)$ will converge and then prove that $y(k)$ will converge to the convex set $Y(\mu, \nu)$ defined before. Assuming that for $k \geq k_0, f'_i(k) = 0, \forall i \in V_i \cup V_n$, we have

$$x(k + 1) = M(k)x(k) - \alpha_k f'(k)$$

$$= \Phi(k, 0)x(0) - \sum_{t = 1}^{k + 1} \Phi(k, t)\alpha_t f'(t - 1),$$

which make the convergence analysis of RDO-T possible. Further, as the key property iv), we can exploit this result to analyze where the convergence of RDO-T is possible. As a CDS of nodes in the network and $\lambda, \mu, \nu$ rely on the diameter of $G_1 = (V_1, E_1)$ and the number of trusted nodes.

Taking limits on both sides of (7) yields

$$\lim_{k \rightarrow +\infty} \Phi(k, 0)x(0) - \sum_{t = 1}^{k + 1} \Phi(k, t)\alpha_t f'(t - 1)$$

$$= \lim_{k \rightarrow +\infty} \{\psi^T(0), x(0)\} - \sum_{t = 1}^{k + 1} \alpha_t \psi^T(t) f'(t - 1)$$

$$= [\{\psi^T(0), x(0)\} - \sum_{t = 1}^{k + 1} \alpha_t \psi^T(t) f'(t - 1)]I_1,$n_0$, $\nu$ as the local variable sequence of node $i$, $i \in V_n \cup V_i$ acquired from (8).

Theorem 1: If Assumption 1 holds, $\mu = \varphi^2, \nu = n_2$ and $\lim_{k \rightarrow +\infty} \alpha_k = 0$, RDO-T achieves convergence and the final solution will belong to $Y(\mu, \nu)$, i.e.,

$$\lim_{k \rightarrow +\infty} x_i(k) = \lim_{k \rightarrow +\infty} y_i(k) \in Y(\mu, \nu), \forall i \in V_i \cup V_n.$$

Proof: The proof can be found in Appendix B.

Remark 3: Note that there is no requirement on the number of tolerable adversarial nodes in RDO-T and no condition on adversarial nodes is needed to guarantee the convergence and optimality. Hence, RDO-T is effective even when the number of adversarial nodes is very large. It means that the amount of adversarial nodes has no relationship with N-CON and when N-CON is small, RDO-T is still resilient for the distributed optimization against adversarial attacks. Further, as the key idea of RDO-T is distinct from these in existing works, $\mu$ and $\nu$ are different. In RDO-T, the resilience is guaranteed by entrusting a CDS of nodes in the network and $\mu, \nu$ rely on the diameter of $G_1 = (V_1, E_1)$ and the number of trusted nodes.
5) Optimality Evaluation: Distributed optimization problem with adversarial attacks undergoes three steps in the above solving process. Let \( x^*, \hat{x}^*, \) and \( \tilde{x}^* \) be the optimal solution of problem (1), (2), and min\( C(\mu, \nu) \), respectively. Then, we have
\[
\frac{1}{n} \sum_{i=1}^{n} f^i(x^*) = 0, \quad \frac{1}{n_0} \sum_{i=1}^{n_0} f^i(\hat{x}^*) = 0, \quad \sum_{i \in \mathcal{V}} \beta_i f^i(\tilde{x}^*) = 0.
\] (11)
In the following part, we analyze the relationship between \( x^* \), \( \hat{x}^* \), \( \tilde{x}^* \), and \( f_i(x) \), \( \forall i \in \mathcal{V} \), and how the value of the final objective function varies from the optimal one.

**Lemma 4:** If \( \sum_{i \in \mathcal{V}} f_i(x^*) = 0, \hat{x}^* - x^* \geq 0 \), and otherwise, \( \hat{x}^* - x^* > 0 \), i.e., the direction of the variance of the optimal solution under adversarial attacks is determined by the sum of derivatives of the compromised nodes’ functions at the original optimal solution. Moreover, if \( \beta_i \geq \frac{1}{n_0}, \forall i \in \mathcal{V}_i \), when \( \sum_{i \in \mathcal{V}_i} f_i(x^*) \geq 0, \hat{x}^* - x^* \geq 0 \), and otherwise, \( \hat{x}^* - x^* < 0 \).

**Proof:** The proof can be found in Appendix C.

In order to obtain the distance between \( x^* \) and \( \hat{x}^* \), and the distance between \( \hat{x}^* \) and \( \tilde{x}^* \), it is supposed that \( \forall i \in \mathcal{V}, f_i(x) \in \mathcal{C}^2 \), i.e., \( f_i(x) \) is twice differentiable and \( 0 < C_1 \leq f_i''(x) \leq C_2 \).

**Lemma 5:** For problem (1) under adversarial attacks, if \( \forall i \in \mathcal{V}, f_i(x) \) is Lipschitz continuous, twice differentiable, and \( 0 < C_1 \leq f_i''(x) \leq C_2 \), we have
\[
\frac{1}{n_0} \sum_{i \in \mathcal{V}_0} f_i'(x^*) - \frac{1}{n_0} \sum_{i \in \mathcal{V}_0} f_i'(\hat{x}^*) \leq \frac{1}{n_0} \sum_{i \in \mathcal{V}_0} f_i'(\tilde{x}^*) - \frac{1}{n_0} \sum_{i \in \mathcal{V}_0} f_i'(x^*) \leq \frac{1}{n_0} \sum_{i \in \mathcal{V}_0} f_i'(\tilde{x}^*) \
\leq \frac{1}{n_0} \sum_{i \in \mathcal{V}_0} f_i'(\tilde{x}^*) + \left( \frac{\beta_i}{n_0} \right) [\tilde{x}^* - x^*] \mathcal{L}_i.
\] (12)

**Proof:** We provide the proof in Appendix D.

**Lemma 6:** For problem (1) under adversarial attacks, if \( \forall i \in \mathcal{V}, f_i(x) \) is Lipschitz continuous, twice differentiable, and \( 0 \leq f_i''(x) \leq C_2 \), we have
\[
\frac{1}{n} \sum_{i=1}^{n} f_i(x^*) - \frac{1}{n} \sum_{i=1}^{n} f_i(\hat{x}^*) \leq \left( \frac{\beta_i}{n} \right) [\tilde{x}^* - x^*] \mathcal{L}_i \
\leq \left( \frac{\beta_i}{n} \right) [\tilde{x}^* - x^*] \mathcal{L}_i + \left( \frac{\beta_i}{n} \right) [\tilde{x}^* - x^*] \mathcal{L}_i \
\leq \frac{1}{n} \sum_{i \in \mathcal{V}} f_i(x^*) + \sum_{i \in \mathcal{V}} f_i(\tilde{x}^*) + n \beta_i \mathcal{L}_i [\tilde{x}^* - x^*].
\] (13)

**Proof:** The proof is provided in Appendix E.

**Remark 4:** Algorithm 2 is given as: Trusted agents run the standard CGDA, and normal agents simply take the average of their trusted neighbors’ local estimates. Under Algorithm 2, states of trusted agents will converge to the minima of \( \frac{1}{n_0} \sum_{i \in \mathcal{V}_0} f_i(x) \). As normal agents always follow their neighboring trusted agents and their states will converge to the same minimizer. Note that normal agents do not affect the final solution under Algorithm 2, but it is desirable to use the states of normal agents to solve problem (2). Meanwhile, more neighbors’ states can be used in RDO-T, which may accelerate the convergence rate. Therefore, RDO-T will be more promising.

**IV. Numerical Results**

In this section, we investigate the effectiveness of RDO-T through numerical results. Consider a network shown in Fig. 1(a) with \( n = 8 \) nodes including 3 adversarial, 3 trusted and 2 normal nodes. We set \( f_i(x) = p_i \sqrt{e^2 + (x - q_i)^2} \), \( \forall i \in \mathcal{V} \) with different parameters \( e_i, p_i, q_i > 0 \), and \( q_i \) from intervals \([8, 20], [0, 70], [-50, 80]\), respectively. First, we investigate the performance of RDO-T under no attacks. The optimal solution of (1) is \( x^* = 2.90 \), while the final value of the global variable under RDO-T becomes 41.58. The value of \( \sum_{i \in \mathcal{V}_0} f_i(x) \) converges to 9316.4, while the optimal one is 7232.4. Due to step 1 and 2 in RDO-T, the positions of non-zero elements in system matrix is asymmetric. Further, since the parameters \( a_k \) goes to zero with iterations, it is not guaranteed that the derivative of the objective function goes to zero with \( k \). Meanwhile, the final solution depends on the initial state, the specified function expressions, and the iterations \( k \), implying that the final solution can be much deviated from the optimal one.

We then explore how RDO-T performs under adversarial attacks. For \( k \geq 1 \), adversarial nodes update their states as \( x_0(k) = 30 \sin(0.005\pi \gamma(k-1) \cdot k) \cdot 30 + x_0(k) = (k/100)^2, x_0(k) = 60 \). From Fig. 1(b), we see that all local variables of normal agents and trusted agents will converge under adversarial attacks. Furthermore, as N-CON shown in Fig. 1(a) is 1, the existing algorithm in [12] cannot tolerate one adversarial node. Meanwhile, the protocol proposed in [7] will also...
be invalid since the network is not (2,2)-robust\(^2\). Compared to these works, RDO-T is effective even when the number of adversarial nodes is arbitrary. We also investigate how parameters \(e_i, p_i, q_i\) affect the final value of \(x_i(k)\), which demonstrates how different local cost functions impact the final value of \(x(k)\). It is observed from Fig. 2 that node \(i = 3\) will affect \(x_i(\infty)\) more than other normal and trusted nodes. For different parameters of the same node, the tendencies of the effects are different.

Further, we consider two scenarios, i.e., a 50m\(\times\)50m square with \(n = 30\), and a large network with 200 nodes deployed in a 100m\(\times\)100m square. The communication radius of each node is 20m, nodes’ positions are randomly selected in the square, and \(e_i, p_i, q_i\) are set from \([1, 20]\), \([0, 2800]\), \([-100, 200]\). After protecting a CDS, we randomly select 20 adversarial nodes. First, for the smaller network, let arg min \(\frac{1}{n} \sum_{e_i \in V} f_i(x)\) \((\hat{x}^* = 56.1682)\) be largely deviated to arg min \(\frac{1}{n} \sum_{e_i \in V} f_i(x)\) \((\hat{x}^* = 2.7377)\). It is observed from Fig. 3(a) that under RDO-T, the final solution can be closer to the optimal solution of problem (2) by using more neighbors’ states compared to Algorithm 2. For the large network, let \(\hat{x}^*\) be near to \(x^*\), and then more neighbors’ states can be used by trusted and normal agents with a large probability. It is observed from Fig. 3(b) \((D(x(k)) = \max(x(k)) - \min(x(k)))\) that RDO-T may converge faster than Algorithm 2. It is because that using bounded states broadcast by adversarial nodes could enhance the connectivity of the network among normal and trusted nodes.

V. DISCUSSIONS

Here, we give some potential and interesting topics, including attack modeling and practical applications.

Effect of Specific Attacks: For general attacks, we only provide a general bound for the final solution. But if we can identify the specific behavior of attacks, the effect of the attack on the convergence and optimality of distributed optimization can be analyzed in a more specific way. For instance, if the attacker compromises agents and launches Denial of Service attack, then the remaining nodes still minimize the average of their local cost functions subject to one global variable. The problem turns out to be that how the optimal solution will change compared with the original one. To solve this problem, the first step is to classify the behavior of attacks appropriately. Then, finding an effective way to characterize impact of the local cost function on the optimal solution will also be an interesting topic. The potential solution is to find a valid function space, which is based on the local minima.

Challenges in Practical Applications: Theoretically, it is usually claimed that under adversarial attacks, distributed optimization problem reduces to that all uncompromised agents cooperatively minimize the average of their local cost functions. But in practice, the problem transformation may not be rational. For example, distributed optimization algorithms have been investigated for DC-OPF problem with multiple regions. Considering that there is one compromised regional operator, although uncompromised operators can solve the transformed problem to certain extent, the compromised operator can still inject power to the transmission line arbitrarily. Thus, attack detection and identification are more important. Some algorithms have been proposed to intrusion detection and isolation (DIS) for distributed optimization under attacks, which are based on the detection theory, hypothesis testing and the trends of gradient variations [22]. Most existing works focus on DIS for specific attacks or particular algorithm scenario, where numerous extra iterations are required or more states of variables need to be transmitted during the iteration process. Thus, designing resilient optimization algorithms for real applications, where misbehaving nodes can be detected and identified effectively and efficiently, is of significance.

VI. CONCLUSION

In this paper, we developed a resilient distributed optimization algorithm under adversarial attacks by endowing a certain CDS of nodes with the high security. We proved that the convergence is guaranteed and the final solution will definitely join in the set of minimizers of the weighted average of all trusted agents’ functions. We also found that how far the final solution will deviate from the optimal one is affected by normal and trusted agents’ local cost functions. When the number of adversarial attacks is large and unknown, RDO-T is still resilient. It means that when N-CON is small, RDO-T is still effective. Furthermore, we found that when N-CON is large, protecting a small amount of agents with the high security is enough for RDO-T. Simulation results demonstrated the effectiveness of RDO-T and several discussions regarding potential research problems were also provided.
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\(^2\)For \(G = (V,E)\), \((r,s)\)-robust for some natural numbers \(r, s\) means that any pairs of nonempty subsets \(S_1, S_2 \subset V\), at least one of the following conditions holds: 1) Each node in \(S_1\) has at least \(r\) neighbors outside \(S_1\); 2) Each node in \(S_2\) has at least \(r\) neighbors outside \(S_2\); 3) There exist at least \(s\) nodes in \(S_1 \cup S_2\) that each has at least \(r\) neighbors outside their respective sets.
From the above equation, we infer that \( M_j(k) = \frac{(1 + \rho)}{R(k)} \), \( j = j_1 \), \( M_j(k) = \frac{(2 - \rho)}{R(k)} \), \( j = j_2 \) and \( M_j(k) = \frac{1}{R(k)} \), which means that (ii) and (ii) hold. Since \( |R(k)| + (1 + \rho) + (2 - \rho) = |R(k)|, M(k) \) is a row stochastic matrix, i) holds. Similarly, we obtain the same conclusion for more than one normal or adversarial node and more than one node with maximum and minimum states in \( R(k) \). Thus, i) holds. Combining (18) with \( R(k) \) and \( E_1 \), we have ii) and iii).

\[ \text{B. Proof of Theorem 1} \]

We obtain the following lemmas by referring to [11].

**Lemma 7** Let \( \{a_{k}\}_{k=0}^{\infty} \), \( \{b_{k}\}_{k=0}^{\infty} \) and \( \{c_{k}\}_{k=0}^{\infty} \) be non-negative sequences. Suppose that \( a_{k+1} \leq a_{k} - b_{k} + c_{k}, \forall k \geq 0, \sum_{k=0}^{\infty} c_{k} < \infty \). Then, \( \sum_{k=0}^{\infty} b_{k} < \infty \) and the sequence \( \{a_{k}\}_{k=0}^{\infty} \) converges to a non-negative value.

**Lemma 8** If Assumption 1 holds, under RDO-T, \( \forall x \in \mathbb{R} \) and \( \forall k \geq 0 \), then the following relation holds,

\[ |y(k + 1) - \hat{x}|^2 \leq |y(k) - \hat{x}|^2 + 4a_{k} \sum_{j \in S(k)} \psi_j(k + 1)|y_j(k) - x_j(k)| - 2a_{k} \sum_{j \in S(k)} \psi_j(k + 1)|y_j(k) - f_j(x_j)| + \alpha^2_{k} n_{L}^2. \]

Let \( H = \max_{\mu \in V} x_{\mu}(0) \) and \( h = \min_{\mu \in V} x_{\mu}(0) \). Then a bound is obtained by the following lemma.

**Lemma 9** If Assumption 1 holds, under RDO-T, \( \forall i \in V_n \cup V_i \), we have

\[ |y(k) - x_i(k)| \leq n_{0} \max_{|x_i(x)|}|(1 - \varphi^m_{i}(\hat{x})) + n_{0}L \sum_{t=1}^{k-1} \alpha_{t-1}(1 - \varphi^m_{i}(y(t)) + 2a_{t-1}L. \]

Given the following definition,

\[ a_{k} = |y(k) - \hat{x}|^2 \]

\[ b_{k} = 2a_{k} \sum_{j \in S(k)} \psi_j(k + 1)|y_j(k) - f_j(x_j)| - \sum_{j \in S(k)} \psi_j(k + 1)f_j (x_j) \]

\[ c_{k} = 4a_{k} \sum_{j \in S(k)} \psi_j(k + 1)|y_j(k) - x_j(k)| + \alpha^2_{k} n_{L}^2, \]

we have \( a_{k} \geq 0, c_{k} \geq 0 \) directly. Moreover, by referring to Lemma 2, one infers that \( \hat{x} \) is the optimal solution of the optimization problem min \( \sum x \psi_j(k + 1)f_j(x) \). As a result,

\[ \sum_{j \in S(k)} \psi_j(k + 1)f_j(y(k)) - \sum_{j \in S(k)} \psi_j(k + 1)f_j(\hat{x}) \geq 0. \]

\[ \text{APPENDIX} \]

**A. Proof of Lemma 1**

Proof: Due to the loop in RDO-T, node \( i \) in \( V_n \cup V_i \) only utilizes \( x_j(k), j \in R_i(k) \), which are bounded by the maximum and minimum states among node \( i \) and its trusted neighbors. Hence, \( R_i(k) \subseteq N_i \), that is, \( \frac{|R_i(k)|}{|R(k)|} \geq \frac{|N_i|}{|R(k)|} \). We divide the states that each normal or trusted node \( i \) will utilize for state update at iteration \( k \) into three sets, i.e., the set of states of neighboring trusted nodes (denoted by \( S_i(k) \)), the set composed of its own state \( (x_i(k)) \), and the set of states of its neighboring adversarial nodes \( (S_n(k)) \). Then, the state update process can be characterized by,

\[ \sum_{j \in R_i(k)} x_j(k) = \frac{1}{|R_i(k)|} \sum_{j \in S_i(k)} x_j(k) + x_i(k) + \sum_{j \in S_n(k)} x_j(k) \]

Then, we divide the proof into two cases, i.e., \( S_i(k) = \emptyset \) and \( S_i(k) \neq \emptyset \). **Case 1:** If \( S_i(k) = \emptyset \), then there holds \( M_i(k) = \frac{1}{|R_i(k)|} \) for \( (i, j) \in E_1 \) or \( j = i \), i.e., Lemma 1 holds. **Case 2:** If \( S_i(k) \neq \emptyset \), there exists at least one normal or adversarial node in \( R_i(k) \). Here, we consider the case when there is only one normal or adversarial node \( s \in V_n \) in \( R_i(k) \), which means that \( x_s(k) \) satisfies \( x^m_{s}(k) \leq x_s(k) \leq x^M_{s}(k) \) according to Step 1 and 2 in RDO-T. Hence, there must exist \( 0 \leq \rho \leq 1 \) such that \( x_s(k) = \rho x^m_{s}(k) + (1 - \rho) x^M_{s}(k) \). Based on (3), we have

\[ \sum_{j \in R_i(k)} x_j(k) = \frac{1}{|R_i(k)|} \sum_{j \in S_i(k)} x_j(k) + x_i(k) + \sum_{j \in S_n(k)} x_j(k) \]

Then, we consider the case when there is only one node \( j_1 \) (or \( j_2 \)) in \( S_i(k) \cup \{ i \} \) such that \( x_{j_1}(k) = x^m_{j_1}(k) \) (or \( x_{j_2}(k) = x^M_{j_2}(k) \)) and give \( R_i(k) \) \( S_i(k) \cup j_1 \cup j_2 \). As \( x^m_{j_1}(k) \in x_j(k), j \in R_i(k) \) and \( x^M_{j_2}(k) \in x_j(k), j \in R_i(k) \), one obtains from (17)
As $\alpha_k \geq 0$, $\forall k$, we conclude that $b_k \geq 0$. Hence, $\{a_k\}_{k=0}^\infty$, $\{b_k\}_{k=0}^\infty$, $\{c_k\}_{k=0}^\infty$ are nonnegative sequences. According to Lemma 9, one obtains that

$$
\begin{align*}
\sum_{j \in V} \psi_j(k+1)(y(k) - x_j(k)) + a_j^2 \sigma_L k^2 \\
\leq 4 \sum_{j \in V} \psi_j(k+1)(\max_{\theta \in [0,1]} \{1 - \alpha_j \theta\})(1 - \phi_j(k))^2 \\
+ n_0 \sum_{l=1}^{k-1} \alpha_{k-l}(1 - \phi_j(k))^2 + 2a_{k-l} L + a_j^2 \sigma_L k^2.
\end{align*}
$$

(24)

By utilizing the fact that $\frac{1}{2}(\alpha^2_k + \rho^2_k) \geq \alpha_k - \alpha_k \rho_k$, we conclude that $\sum_{k=0}^\infty c_k < \infty$. The detailed proof is omitted here, which is similar to that in [11]. Applying Lemma 7, one has for any $x \in Y(\mu, v)$, $\{a_k\}_{k=0}^\infty$ converges, and

$$
\begin{align*}
\sum_{k=0}^\infty b_k &= \sum_{k=0}^\infty 2a_k \sum_{j \in V} \psi_j(k+1)f_j(y(k)) \\
&\quad - \sum_{j \in V} \psi_j(k+1)f_j(\hat{x}(k))) < \infty.
\end{align*}
$$

(25)

Suppose that $\lim_{k \to \infty} y(k) \notin Y(\mu, v)$, and we have

$$
\begin{align*}
\lim_{k \to \infty} \sum_{j \in V} \psi_j(k+1)f_j(y(k)) - \sum_{j \in V} \psi_j(k+1)f_j(\hat{x}(k))) \neq 0,
\end{align*}
$$

(26)

contradicts with (25), where the factor $\sum_{k=0}^\infty \alpha_k = \infty$ is utilized. Hence, one obtains that $\lim_{k \to \infty} y(k) \in Y(\mu, v)$. Combining with Lemma 9, we complete the proof.

\section*{C. Proof of Lemma 4}

\textbf{Proof:} From (11), one obtains,

$$
\begin{align*}
&\sum_{i=1}^{n} f'_i(x^*) - \sum_{i=1}^{n} f'_i(\hat{x}^*) = 0, \\
&\sum_{i=1}^{n} f'_i(x^*) - \sum_{i=1}^{n} f'_i(\hat{x}^*) = \sum_{i=n+1}^{\infty} (f'_i(x^*) - f'_i(\hat{x}^*)).
\end{align*}
$$

(27)

When $\hat{x} \leq x^*$, due to the convexity of $f_i(x)$, there holds $f'_i(x^*) - f'_i(\hat{x}^*) \geq 0$. If $\sum_{i=n+1}^{\infty} (f'_i(x^*) - f'_i(\hat{x}^*)) \geq 0$, $\forall i \in V_1 \cup V_2$, and thus $\hat{x} \leq x^*$. Due to the same reason, if $\sum_{i=n+1}^{\infty} (f'_i(x^*) - f'_i(\hat{x}^*)) \leq 0$, $\forall i \in V_1 \cup V_2$, and thus $\hat{x} > x^*$. From (11), one obtains,

$$
\begin{align*}
&\sum_{i=1}^{n} f'_i(\hat{x}^*) - \sum_{i=1}^{n} \beta_i f'_i(\hat{x}^*) \\
&= \sum_{i \in V_1} \beta_i f'_i(\hat{x}^*) - \sum_{i=1}^{n} \beta_i f'_i(\hat{x}^*) + \sum_{i \in V_2} f'_i(\hat{x}^*) = 0.
\end{align*}
$$

(28)

We first consider the case $\beta_i \geq \frac{1}{\hat{x}_i}$, $\forall i \in V_1$. If $f'_i(\hat{x}^*) - f'_i(x^*) \geq 0$, $\forall i \in V_2$, $f'_i(\hat{x}^*) \geq 0$. If $f'_i(\hat{x}^*) - f'_i(x^*) \leq 0$, $\sum_{i \in V_2} f'_i(\hat{x}^*) \leq 0$. If the sign of $\sum_{i \in V_2} \beta_i f'_i(x^*) - f'_i(\hat{x}^*)$ is the same as $f'_i(x^*) - f'_i(\hat{x}^*)$, we can conclude: iff (if and only if) $f'_i(x^*) - f'_i(\hat{x}^*) \geq 0$, $\sum_{i \in V_2} f'_i(\hat{x}^*) \leq 0$; iff $f'_i(x^*) - f'_i(\hat{x}^*) < 0$, $\sum_{i \in V_2} f'_i(\hat{x}^*) > 0$. If the sign of $\sum_{i \in V_2} \beta_i f'_i(x^*) - f'_i(\hat{x}^*)$ is the opposite of $f'_i(x^*) - f'_i(\hat{x}^*)$, one obtains: iff $f'_i(x^*) - f'_i(\hat{x}^*) \geq 0$, $\sum_{i \in V_2} f'_i(\hat{x}^*) \geq 0$; iff $f'_i(x^*) - f'_i(\hat{x}^*) < 0$, $\sum_{i \in V_2} f'_i(\hat{x}^*) < 0$.

\section*{D. Proof of Lemma 5}

\textbf{Proof:} Since $f'(x)$ is twice differentiable and $0 < C_1 \leq f''(x) \leq C_2$, we have

$$
\frac{1}{2}(f'(x') - f'(x)) \leq C_2|\hat{x} - x^*|.
$$

(29)

According to (27), it can be inferred

$$
\begin{align*}
\sum_{i=1}^{n} f'_i(x^*) - f'_i(x') = | - \sum_{i=1}^{n} f'_i(x') |.
\end{align*}
$$

(30)

Combining (29) and (30), one has $| \sum_{i=1}^{n} f'_i(x^*) | \leq n_0 C_2|\hat{x} - x^*|$. Hence, there holds $|\hat{x} - x^*| \geq \frac{n_0 C_2}{\sum_{i=1}^{n} f'_i(x^*)}$. For the same reason, we have $|\hat{x} - x^*| \leq \frac{n_0 C_2}{\sum_{i=1}^{n} f'_i(x^*)}$. Considering the deviation of $\hat{x}$ from $\hat{x}^*$, from (28), one obtains

$$
\begin{align*}
&\sum_{i=1}^{n} \frac{1}{n_0} f'_i(x^*) - f'_i(\hat{x}^*) | \leq \sum_{i=1}^{n} \frac{1}{n_0} f'_i(x^*) .
\end{align*}
$$

(31)

Due to the convexity of $f_i(x)$, $\forall i \in V$, $f_i(x)$ is twice differentiable and $0 < C_1 \leq f''(x) \leq C_2$, hence holds

$$
\begin{align*}
\sum_{i=1}^{n} \frac{1}{n_0} f'_i(x^*) - f'_i(\hat{x}^*) | \leq \sum_{i=1}^{n} \frac{1}{n_0} f'_i(x^*) .
\end{align*}
$$

(32)

Therefore, $|\frac{1}{n_0} \sum_{i=1}^{n} f'_i(x^*) | \leq \sum_{i=1}^{n} \frac{1}{n_0} f'_i(x^*)$. Thus, we conclude the lower bound of $|\hat{x} - x^*|$ as that in (13). Due to the same reason, one obtains the upper bound in (13). ■

\section*{E. Proof of Lemma 6}

\textbf{Proof:} Due to the convexity of function $f_i(x)$, one infers $f_i(x^*) \geq f_i(x) + f'_i(x^*)(x^* - x)$. As a result, there holds

$$
\begin{align*}
&\sum_{i=1}^{n} f(x^*) - \sum_{i=1}^{n} f_i(x^*) \\
&\leq \sum_{i=1}^{n} f(x^*) - \sum_{i=1}^{n} f_i(x^*) \\
&\leq \sum_{i=1}^{n} f(x^*) - \sum_{i=1}^{n} f_i(x^*) + |(x^* - x)| \frac{n_0}{n_0} L
\end{align*}
$$

(33)

where we use $|f'_i(x)| \leq L$ and $\sum_{i=1}^{n} f_i(x^*) + \sum_{i=1}^{n} f'_i(x^*) = 0$. As a result, (14) holds. For the same reason, it can be obtained

$$
\begin{align*}
&\sum_{i=1}^{n} f(x^*) - \sum_{i=1}^{n} f_i(x^*) \\
&\leq \sum_{i=1}^{n} f(x^*) - \sum_{i=1}^{n} f_i(x^*) + |(x^* - x)| \frac{n_0}{n_0} L
\end{align*}
$$

(34)

Hence, we have completed the proof. ■